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Introduction
What is OLMo?

A new LLM and the first really fully open one with similar performances to Llama2

OLMo: Open Language Model

Contributions/ Main steps of the paper
● Create new dataset (in their previous paper Dolma)
● Train model on dataset from scratch
● Compare to existing similar model and obtain comparable performances
● Release everything involved in the process of creation to make it the most open 

existing model

   https://github.com/allenai/OLMo



OLMo Framework - Model and Architecture

Classic decoder-only transformer+ improvement like PaLM, OpenLM, LLaMA and Falcon:

● No biases: Excluding bias term to improve training stability
● Non-parametric layer norm
● SwiGLU activation function
● Rotary Positional embeddings
● Different tokenizer -> vocabulary: 50,280 tokens



OLMo Framework - Model and Architecture



OLMo Framework - Pretraining Data: Dolma

“Pretraining data are often not released alongside open models (let alone closed 
models) and documentation about such data is often lacking in detail that would be 

needed to reproduce or fully understand the work.”

Dolma:

3T tokens

5B documents

7 different data sources



Training OLMo

Batch size: 4M tokens

format: bfloat16

Data

● 2T-token from their dataset
● Pipaline: concatenated, divided in chunks of 2048 tokens and shuffled

Hardware

Lumi supercomputer (AMD GPUs)

MosaicML NVIDIA GPU 



OLMo Framework - Evaluation

In-Loop Training Ablations

● Throughout model training - every 1000 training steps (or ∼4B training tokens) 
● to make decisions about model design: optimizers, learning rate schedule,data mixtures…
● early and continuous signal on the quality of the model being trained

Downstream Evaluation 

zero-shot performance on a set of 9 tasks corresponding to the commonsense reasoning task 

Intrinsic Language Modeling Evaluation 

● measure how OLMo-7B fits distributions of language 
● Evaluated on 11 domains of text 



Results - Downstream evaluation

zero-shot evaluation using rank classification approach



Results

● measure how 
OLMo-7B fits 
distributions of 
language 

● Evaluated on 11 
domains of text 



Power Consumption and Carbon Footprint



Why I choosed this article?
➖ Methods and results really similar to other models

➕ Fully open, everything is realised and publicly available:


