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Writing Aids at the Crossroads of AI, Cognitive Science and NLP



Context
Domain

Scientific writing assistance

Motivations
Writing an article is challenging
Strong writing skills are essential 
Especially difficult for junior researchers
and non-native  English speakers

2(Amano et al., 2023)
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Tools

Workshops

grammarly.com , deepl.com/fr/write , f.linggle.com , trinka.ai , aclanthology.org/venues/bea , sites.google.com/view/wraicogs1 , in2writing.glitch.me

https://www.grammarly.com/


Revision task
Prewriting

Revision Edition

1

3

Drafting

4

2
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(Amano et al., 2023; Jourdan et al., 2023; Du et al., 2022a; Li et al., 2022)



Revision task

Definition
Text revision is the transformation of an input text into an improved version fitting a desired
attribute (formality, clarity, etc.), closer to the intended text
Example

The model has good
results.

Our model shows good
results in this task.

Our model shows
excellent performance

in this task.

Prewriting

Revision Edition

1

3

Drafting

4

2

5
(Amano et al., 2023; Jourdan et al., 2023; Du et al., 2022a; Li et al., 2022; Ito et al. 2019)
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Sentence vs paragraph revision tasks

(Du et al., 2022b; Jiang et al., 2022; Raheja et al., 2023)
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Sentence vs paragraph revision tasks

(Du et al., 2022b; Jiang et al., 2022; Raheja et al., 2023)

Can specify:
Intensity
Location



Contributions
Output

8

Definition of the text revision task at
paragraph-level, with personalised
revision instructions

1.

Pararev, a corpus of 48k revised
paragraphs with an evaluation subset of
641 manually annotated paragraphs

2.



SMITH [1]
10/2019

IteraTeR [2]
03/2022

TETRA [3]
05/2022

F1000RD [4]
07/2022

arXivEdits [5]
10/2022

ARIES [6]
06/2023

CASIMIR [7]
10/2023

Comparison to existing corpora

Table - Characteristics of previous datasets for scientific text revision 

9[1] Ito et al. 2019; [2] Du et al. 2022; [3] Mita et al. 2022; [4] Kuznetsov et al. 2022; [5] Jiang et al. 2022; [6] D’Arcy et al. 2023; [7] Jourdan et al. 2024



SMITH [1]
10/2019

IteraTeR [2]
03/2022

TETRA [3]
05/2022

F1000RD [4]
07/2022

arXivEdits [5]
10/2022

ARIES [6]
06/2023

CASIMIR [7]
10/2023

Full-length articles ✅ ✅ ✅ ✅

Comparison to existing corpora

Table - Characteristics of previous datasets for scientific text revision 

10[1] Ito et al. 2019; [2] Du et al. 2022; [3] Mita et al. 2022; [4] Kuznetsov et al. 2022; [5] Jiang et al. 2022; [6] D’Arcy et al. 2023; [7] Jourdan et al. 2024



SMITH [1]
10/2019

IteraTeR [2]
03/2022

TETRA [3]
05/2022

F1000RD [4]
07/2022

arXivEdits [5]
10/2022

ARIES [6]
06/2023

CASIMIR [7]
10/2023

Full-length articles ✅ ✅ ✅ ✅

Possible paragraph
reconstruction ✅ ✅ ✅ ✅ ✅

Comparison to existing corpora

Table - Characteristics of previous datasets for scientific text revision 

11[1] Ito et al. 2019; [2] Du et al. 2022; [3] Mita et al. 2022; [4] Kuznetsov et al. 2022; [5] Jiang et al. 2022; [6] D’Arcy et al. 2023; [7] Jourdan et al. 2024



SMITH [1]
10/2019

IteraTeR [2]
03/2022

TETRA [3]
05/2022

F1000RD [4]
07/2022

arXivEdits [5]
10/2022

ARIES [6]
06/2023

CASIMIR [7]
10/2023

Full-length articles ✅ ✅ ✅ ✅

Possible paragraph
reconstruction ✅ ✅ ✅ ✅ ✅

Include revision
intentions ✅ ✅ ✅ ✅

Comparison to existing corpora

Table - Characteristics of previous datasets for scientific text revision 

12[1] Ito et al. 2019; [2] Du et al. 2022; [3] Mita et al. 2022; [4] Kuznetsov et al. 2022; [5] Jiang et al. 2022; [6] D’Arcy et al. 2023; [7] Jourdan et al. 2024



SMITH [1]
10/2019

IteraTeR [2]
03/2022

TETRA [3]
05/2022

F1000RD [4]
07/2022

arXivEdits [5]
10/2022

ARIES [6]
06/2023

CASIMIR [7]
10/2023

Full-length articles ✅ ✅ ✅ ✅

Possible paragraph
reconstruction ✅ ✅ ✅ ✅ ✅

Include revision
intentions ✅ ✅ ✅ ✅

Comparison to existing corpora

Table - Characteristics of previous datasets for scientific text revision 

13[1] Ito et al. 2019; [2] Du et al. 2022; [3] Mita et al. 2022; [4] Kuznetsov et al. 2022; [5] Jiang et al. 2022; [6] D’Arcy et al. 2023; [7] Jourdan et al. 2024

Focus on peer review



SMITH [1]
10/2019

IteraTeR [2]
03/2022

TETRA [3]
05/2022

F1000RD [4]
07/2022

arXivEdits [5]
10/2022

ARIES [6]
06/2023

CASIMIR [7]
10/2023

Full-length articles ✅ ✅ ✅ ✅

Possible paragraph
reconstruction ✅ ✅ ✅ ✅ ✅

Include revision
intentions ✅ ✅ ✅ ✅

Comparison to existing corpora

Table - Characteristics of previous datasets for scientific text revision 

14[1] Ito et al. 2019; [2] Du et al. 2022; [3] Mita et al. 2022; [4] Kuznetsov et al. 2022; [5] Jiang et al. 2022; [6] D’Arcy et al. 2023; [7] Jourdan et al. 2024



SMITH [1]
10/2019

IteraTeR [2]
03/2022

TETRA [3]
05/2022

F1000RD [4]
07/2022

arXivEdits [5]
10/2022

ARIES [6]
06/2023

CASIMIR [7]
10/2023

Full-length articles ✅ ✅ ✅ ✅

Possible paragraph
reconstruction ✅ ✅ ✅ ✅ ✅

Include revision
intentions ✅ ✅ ✅ ✅

Label scope Span of text Span of text Span of text Multi-
sentences? Span of text

Comparison to existing corpora

Table - Characteristics of previous datasets for scientific text revision 

15[1] Ito et al. 2019; [2] Du et al. 2022; [3] Mita et al. 2022; [4] Kuznetsov et al. 2022; [5] Jiang et al. 2022; [6] D’Arcy et al. 2023; [7] Jourdan et al. 2024



SMITH [1]
10/2019

IteraTeR [2]
03/2022

TETRA [3]
05/2022

F1000RD [4]
07/2022

arXivEdits [5]
10/2022

ARIES [6]
06/2023

CASIMIR [7]
10/2023

Full-length articles ✅ ✅ ✅ ✅

Possible paragraph
reconstruction ✅ ✅ ✅ ✅ ✅

Include revision
intentions ✅ ✅ ✅ ✅

Label scope Span of text Span of text Span of text Multi-
sentences? Span of text

Comparison to existing corpora

Table - Characteristics of previous datasets for scientific text revision 

16[1] Ito et al. 2019; [2] Du et al. 2022; [3] Mita et al. 2022; [4] Kuznetsov et al. 2022; [5] Jiang et al. 2022; [6] D’Arcy et al. 2023; [7] Jourdan et al. 2024



��

🧮

⚙

Data pipeline
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Data pipeline
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Open review



Data pipeline - Data source

��

1 889 810 modified paragraphs

19
(Jourdan et al., 2024)

⚙

🧮



Data pipeline - Extraction

��

Interesting paragraphs
exctraction

(48 203)
20

Extraction code: https://github.com/JourdanL/pararev

⚙

🧮
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Data pipeline - annotation
Manual Annotation   (641)

(48 203)

21

⚙

🧮



Data pipeline - annotation

��

22
(Du et al., 2022b; Jiang et al., 2022)

Overall intention
Up to 2 labels

Manual Annotation   (641)

(48 203)

⚙

🧮



Rewritting

Light Changes in the choice of words

Medium Complete rephrasing of sentences

Heavy Complete rephrasing of the paragraph

Concision Same idea, stated more briefly. Details are deleted

Development Same idea,  stated out at greater length by adding details or definitions of the terms used

Content

Addition Modification on the content — Addition of a new idea

Substitution Modification on the content — Substitution of an idea or a fact by an other

Deletion Modification on the content — Deletion of an idea

Unusable Segmentation problems (Footnote mixed with text), misalignment (paragraphs that have nothing to do
with each other) and others problems coming from document processing

23

Paragraph Revision taxonomy

(Du et al., 2022b; Jiang et al., 2022)



Data pipeline - annotation

��
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Manual Annotation   (641)

(48 203)

⚙

🧮



When is an instruction provided?
A paragraph have an associated instruction only when
“Development”, “Content addition” and “Content substitution” are
not part of the list of intentions.

Instruction

25

Concision & Rewritting Heavy Rewritting light & Development



When is an instruction provided?
A paragraph have an associated instruction only when
“Development”, “Content addition” and “Content substitution” are
not part of the list of intentions.

Instruction

How is an instruction written? 

Instructions are simple and concise. 

26

Fluidify this paragraph. Replace "A" with "B", change "C" to
"D" and “E” to “F”.

Remove “X” in sentence 1.1.
Replace “Y” by “Z” in sentence 2.2.
Make sentence 2 shorter.3.

Edit this paragraph by making more
formal choices of wording.

Remove unnecessary details.



Instruction
How is an instruction written? 

27

Instructions can be used to direct the model on the location of the
modifications.



When is an instruction provided?
A paragraph have an associated instruction only when
“Development”, “Content addition” and “Content substitution” are
not part of the list of intentions.

Instruction

How is an instruction written? 

In real world usage, a paragraph can be revised on a specific portion
and the rest serve as context.§

28

Instructions are simple and concise. 

Instructions can be used to direct the model on the location of the
modifications.



10 annotators

          2 professors,            3 PhD students,          and 5 master’s students
not native from English
specialized in the NLP domain 
experienced in reading and writing academic papers

29
(Krippendorff, 2018)

Annotation
     �          �             �
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Agreement
73.32% are double annotated
≈ 1.2 labels/paragraph

Krippendorff's alpha
0.499 (strict), 0.693(super-labels) 

Paragraphs sharing at least one label
 75.32% (strict) 95.11% (super-labels)

(Krippendorff, 2018)

Annotation
     �          �             �

Super-label Label

Rewritting

Rewritting Light

Rewritting Medium

Rewritting Heavy

Concision and Content
Deletion

Concision

Content Deletion

Development and
Content Addition

Development

Content Addition

Content Substitution

Unusable Unusable

Mapping between super-labels and labels

https://fr.wiktionary.org/wiki/%E2%89%88


 48 203 paragraphs in total from 16 664 pairs of revised articles

641 annotated paragraphs (470 with cross annotation)

31

Statistiscs

Low revised papers
1-2 revised paragraphs

210 paragraphs

Moderately revised papers
4-5 revised paragraphs

213 paragraphs

Heavily revised papers
>19 paragraphs revised

218 paragraphs



Rewriting light

Rewriting  medium

Rewriting heavy

Development 

Content addition

Content substitution

Concision

Content deletion

Unusable

Overall

Heavily revised
papers (>19§ )

Moderately revised
papers (4/5§ )

Low revised
papers (1/2§ )

32

Statistiscs



Rewriting light

Rewriting  medium

Rewriting heavy

Development 

Content addition

Content substitution

Concision

Content deletion

Unusable

Overall

Heavily revised
papers (>19§ )

Moderately revised
papers (4/5§ )

Low revised
papers (1/2§ )
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Statistiscs
56.77%



Rewriting light

Rewriting  medium

Rewriting heavy

Development 

Content addition

Content substitution

Concision

Content deletion

Unusable

Overall

Heavily revised
papers (>19§ )

Moderately revised
papers (4/5§ )

Low revised
papers (1/2§ )
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Statistiscs

52.62%



Rewriting light

Rewriting  medium

Rewriting heavy

Development 

Content addition

Content substitution

Concision

Content deletion

Unusable

# instructions 0 1 2

# paragraphs 327 56 258

Overall

Heavily revised
papers (>19§ )

Moderately revised
papers (4/5§ )

Low revised
papers (1/2§ )

35

Statistiscs

Instructions’ distribution
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Rewriting  medium
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Overall
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Statistiscs

Instructions’ distribution

Evaluation set



Data pipeline - Revision generation
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Paragraph revision task
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Data pipeline - Revision generation
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Paragraph revision task

38

⚙

Approach 1

Approach 2



Data pipeline - Revision generation

39

CoEdIT (XL) (Grammarly)
Mistral-7B-Instruct-v0.2
(Mistral AI)
Llama-3-8B-instruct (Meta)
GPT4o (OpenAI)

Models ⚙

Paragraph revision task



You are a writing assistant specialised in academic writing. Your task is to
revise the paragraph from a research paper draft that will be given according to

the user’s instructions. Please answer only by "Revised paragraph:
<revised_version_of_the_paragraph>"
instruction : original_paragraph

Prompt (Bold blue text correspond to the input data):

40

Prompting

(Raheja et al., 2023)



You are a writing assistant specialised in academic writing. Your task is to
revise the paragraph from a research paper draft that will be given according to

the user’s instructions. Please answer only by "Revised paragraph:
<revised_version_of_the_paragraph>"
instruction : original_paragraph

Prompt (Bold blue text correspond to the input data):

41

Prompting

Rewritting

Light Improve the English of this paragraph

Medium Rewrite some sentences to make them
more clear and easily readable

Heavy Rewrite and reorganize the
paragraph for better readability

Concision Make this paragraph shorter

Content Deletion Remove unnecessary details

Approach 1: Label

Approach 2: Instruction

(Raheja et al., 2023)

Control baseline: no edits
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Data pipeline - Evaluation

Evaluation

42

⚙

🧮

(641)



Data pipeline - Evaluation

Evaluation

43

⚙

🧮

(Raheja et al., 2023; Lin, 2004; Xu et al., 2016; Zhang et al., 2020)

SARI
ROUGE-L
Bert-score

Every metric measure the similarity between the
predicted sentence and the gold sentence.

Metrics



Impact of task definition on revision
Do the instructions improve the revision?

Metric rougeL sari bert-score

Model Label Inst Label Inst Label Inst

no edits 78.49 60.69 95.98

coedit-xl 67.50 67.70 39.56 39.68 93.88 93.93

Mistral-7B-Instruct-v0.2 45.70 48.23† 28.47 30.43† 91.38 91.78†

Llama-3-8B-Instruct 50.37 55.73† 30.59 35.07† 91.84 92.68†

GPT4o 57.99 66.17† 33.33 41.39† 92.89 94.11†

Average gain +4.07 +3.66 +0.75
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Do the instructions improve the revision?
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Exemples of revisions with Coedit

48

gpt-4o

coedit-xl

coedit-xl

Mistral-7B-Instruct-v0.2

Meta-Llama-3-8B-Instruct



Data pipeline - Evaluation

49

⚙

(Raheja et al., 2023; Lin, 2004; Xu et al., 2016; Zhang et al., 2020)

SARI
ROUGE-L
Bert-score

Every metric measure the similarity between the
predicted sentence and the gold sentence.

Metrics

Penalize revisions that deviate
from the gold strandard
Don’t reflect the real quality of
the revision
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Conclusion
Contributions 

Definition of the scientific text revision task at paragraph-level using full-
length instruction
ParaRev, a dataset of revised paragraphs, with an evaluation split
annotated with revision instructions
Providing personalised instructions leads to more effective revisions than
general ones

Perspectives
Automatically annotate the train data
Fine tune a specialised small open source model
Question and explore new evaluation methods



Corpus:
    https://huggingface.co/datasets/taln-ls2n/pararev

Article: 
    https://arxiv.org/abs/2501.05222

CASIMIR: A Corpus of Scientific
Articles enhanced with Multiple

Author-Integrated Revisions
Contact: leane.jourdan@univ-nantes.fr

taln.ls2n.fr

16

Writing Aids at the Crossroads of AI, Cognitive Science and NLP

https://huggingface.co/datasets/taln-ls2n/CASIMIR
https://huggingface.co/datasets/taln-ls2n/pararev
https://arxiv.org/abs/2501.05222
http://taln.ls2n.fr/
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Appendix - Annotation environment
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Appendix - Additionnal exemples
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Appendix - Additionnal exemples
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Appendix - Additionnal statistics
Min Avg Max Std

# characters
Source 47 5202 680.16 374.11

Target 48 5588 715.58 394.2
0

# words
Source 3 913 109.28 59.55

Target 3 1037 114.80 62.95

# sentences
Source 1 99 5.38 3.13

Target 1 81 5.59 3.24

Min Avg Max Std

% words deleted 0 21.54 96.51 18.19

% words added 0 25.63 97.90 18.15

levenshtein
distance 0 194.80 2265 160.10

Table 2 - Amount of edition between version 1
and 2 of the paragraphs

Table 1 - Distribution of the length of the
paragraphs


