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Abstract

Knowledge graphs are often used to store com-
mon sense information that 15 useful for various
tasks. However, the extraction of contextually-
relevant knowledge 15 an unsolved problem.,
and current approaches are relatively simple.
Here we introduce a mnple selection method
based on a ranking model and find that it im-
proves guestion answering accuracy over ex-
isting methods. We addinonally investigate
methods to ensure that extracted tnples form
a connected graph. Graph connectivity 1s im-
portant for model interpretability, as paths are
frequently used to understand reasoning from
question to answer. We make our code and
data available at https://github. com/
anonymous.

1 Introduction

For models to be able to reason about situations
that arise in evervday life. they must have access
to contextually appropriate common sense infor-
mation. This information 15 commonly stored as
a large set of facts from which the model must
identify a relevant subset. One approach to struc-
turing these facts 1s as a knowledge graph. Here,
nodes represent high-level concepts, and relation-
ships are expressed via typed edges joining two
nodes. Each edge type represents a different Kind
of conceptual relationship between concepts. The
contextually-relevant subgraphs ( *schema graphs’)
that are extracted from these graphs are often en-
coded using neural models, which are trained for
tasks including question answering or natural lan-
guage inference.

Prior work has focused on different ways to en-
code this information, including using it as input
directly to a transformer or using a graph neural
network (GNNs) (Feng et al.. 2020), Yasunaga et al.,
2021). However, the question of how to identity
useful information has been under-explored, par-
ticularly in work that uses GNN encoders. The
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simple retrieval methods that are used could limit

performance on tasks if contextually-important in-

formation 15 not retrieved.

In this paper we explore methods t©o con-
struct high-quality schema graphs containing
contextually-relevant information. We approach
this as a ranking task across triples in a knowledge
graph. and select the highest scoring for the schema
graph. However, simply using the most relevant
triples as input for a GNN is insufficient, as the

resulting subgraph is likely to have low connectiv-

ity. This is problematic for two reasons. First, it
inherently limits the power of the GNN. as nodes
in different graph components will not be updated
with information from each other. Second, paths
of reasoning through the schema graphs are often
used as explanations for model behaviour (Feng
et al., 202(: Yasunaga et al., 2021; Wang et al..
2020). If the graph consists of multiple separate
components, this becomes impossible.

The issue of graph disconnectedness is com-
pounded when certain nodes are required to be
included. For example, in question answering, con-
cepts mentioned in the question and in a candidate
answer should be identified and included. A path
starting from a question concept can then be evalu-
ated for plausibility of reasoning as it progresses to-
wards an answer concept. We therefore also apply a
graph algorithm to ensure that the schema graph is
connected, taking into account the identified edges
and desired nodes, and use an embedding-based
method to identify concepts mentioned.

Cur contributions are summarised as follows:

* Apply a ranking model to identify common
sense triples that are relevant to some context.

* ldentify and thoroughly investigate methods
to ensure schema graph connectivity.

* Compare existing lexical approaches 1o entity
linking to a simple embedding-based method.
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Abstract

Knowledge graphs are often used to store com-
mon sense information that 15 useful for various
tasks. However, the extraction of contextually-
relevant knowledge 15 an unsolved problem.,
and current approaches are relatively simple.
Here we introduce a inple selection method
based on a ranking model and find that it im-
proves guestion answering accuracy over ex-
isting methods. 'We addinonally investigate
methods to ensure that extracted nples form
a connected graph. Graph connectivity i1s im-
portant for model interpretabality, as paths are
frequently used as explanations for the reason-
ing that connects question and answer.

1 Introduction

For models to be able to reason about situations that
arise in everyday life, they must have access 1o con-
textually appropriate common sense information.
This information 15 commonly stored as a large
set of facts from which the model must identity a
relevant subset. One approach to structuring these
facts is as a knowledge graph. Here, nodes repre-
sent high-level concepts, and typed edges represent
different kinds of relationship between concepis.
In practice, a subset of facts that are thought 1o be
contextually relevant are extracted from the graph,
as using all facts in each instance is unnecessary,
noisy, and computationally expensive.

Prior work has focused on different ways (o en-
code these facts, including by inpuiting them into a
graph neural network ({GNN) or into a transformer
(Feng et al., 202(); Yasunaga et al., 2021). However,
the question of how to identify useful information
has been under-explored, particularly in work that
uses GNN encoders. If contextually important in-
formation is not retrieved then performance could
be dramatically reduced, a potential result of the
use of overly simplistic retrieval methods.

In this paper we explore methods to extract high-
quality subgraphs containing contextually relevant
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Figure 1: The tnple scoring process for a question an-
swering task, and two methods that use the scores to
extract relevant subgraphs for a guestion and candidate
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information.! We approach this as a ranking task
across triples in a knowledge graph, and propose
two methods that use the scores to extract a sub-
graph. The first is a weighted pathfinding approach
which extends prior work (Lin et al., 2009), while
the second builds a minimum spanning tree that
includes the highest-ranked triples (figure 1). Both
approaches ensure that all or most nodes in the
subgraph are reachable from each other, which is
important for two reasons. First, it means that the
GNN can update node embeddings with informa-
tion from most other nodes, which would not be
possible if the graph were disconnected. Second, it
allows paths of reasoning to be extracted from the
subgraph, which are often used as explanations for
model behaviour (Feng et al., 2020; Wang et al.,
20207 Yasunaga et al., 2021).

There are also situations when specific concepis
need to be included in order for a subgraph to be
of high enough quality. For example, in question
answering, a full explanation must include one

"We call these “relevant subgraphs™ or “extracted sub-
graphs™, noting that others use “schema graphs™ (Lin en al..
20019
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