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In this section we describe our main contribution,
Adversarial Optimism (AdOpt) in detail. At a high level,
AdOpt uses two classifiers. The first one is a classifier
trained on all the accepted data thus far, without any
de-biasing. We refer to this as the “biased” classifier
hereafter. The second one is our adversarially de-
biased classfier trained on the same data. AdOpt then
proceeds as follows:
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In this section we describe our main contribution,
Adversarial Optimism (AdOpt) in detail. AdOpt
uses two classifiers. The first one is a “biased”
classifier trained on all the accepted data thus
far. The second one is our adversarially de-
biased classifier. AdOpt then proceeds as
follows:
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Automatically annotate the train data
Fine tune a specialised small open source model
Compare it with foundation LLM (performances and energy)
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          10 annotators

47 796 paragraphs in total

641 annotated paragraphs (73.32% with cross annotation)
 
Agreement: 0.499 (strict), 0.693(merged) with Krippendorff's alpha

Do the instructions improve the revision?

Domain: Scientific writing assistance         Task: Paragraph revision         Contribution: Annotated corpus

��

🧮

⚙

Overall

Heavily revised
papers (>19§ )

Moderately revised
papers (4/5§ )

Low revised
papers (1/2§ )

�

http://taln.ls2n.fr/

